This cheat sheet helps you choose the best Azure Machine Learning Studio

M |C rO SOft AZ u re M a C h | n e Le a rn | n g A | g O rlth m C h e at S h eet algorithm for your predictive analytics solution. Your decision is driven by

both the nature of your data and the question you're trying to answer.

ANOMALY DETECTION CLUSTERING MULTI-CLASS CLASSIFICATION

>100 features,

One-class SVM

._aggressive boundary K-means Fast training, linear model —— Multiclass logistic regression
PCA-based anomaly detection ~—Fast training Disco¥ering —— Accuracy, long training times ——e Multiclass neural network
.. structure
Finding unusual ‘_
data points
: Th Accuracy, fast training Multiclass decision forest
ree or
REGRESSION more
- — Accuracy, small memory footprint—e Multiclass decision jungle
Ordinal regression «—— Data in rank ordered categories — CCI
categories
Depends on the two-class .
clalzsifier see notes below R
Poisson regression +——— Predicting event counts '
Predicting values Two
Fast forest quantile regression s——— Predicting a distribution
TWO-CLASS CLASSIFICATION
Linear regression «——— Fast training, linear model Accurggy, —— Two-class decision forest
fast training
Two-class SVM L PR, Accuracy,
. . . : linear model fast training, ..
Bayesian linear regression ———Linear model, small data sets—— — Two-class boosted decision tree
large memory
Fast training eseils
- : Two-class averaged perceptron «— linear mode| 1 Accuracy,
Neural network regression ———Accuracy, long training time — — small memory — Two-class decision jungle
footprint
Two-class logistic regression  «— F?St training, _|
- . linear model
Decision forest regression s——— Accuracy, fast training—— — >100 features —e Two-class locally deep SVM
- Two-class Bayes point machine «— ﬁ?;;;:ar'nn;gz’l — I
Boosted decision tree regression AN, ekt training, — Acc.ur'acy, °"9 __, Two-class neural network
large memory footprint training times
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